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The 60th webinar of the Iranian Statistical Society

Generative Modeling with Variational Autoencoders:

A Powerful Approach for Drug Discovery

Deep generative models are a powerful tool for modeling complex distributions and
generating synthetic data. These models, which include approaches such as Generative
Adversarial Networks (GANSs), Variational Autoencoders (VAEs), Energy-Based
Models (EBMs), and Normalizing Flows, have seen widespread adoption in a variety
of applications, including image generation, language modeling. Each approach comes
with its own trade-offs in terms of run-time, diversity of samples, quality of samples,
and architectural restrictions.

In this presentation, we will focus on VAEs and delve into the theoretical foundations
and explore how they can be used to generate samples with specific constraints. More
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specifically, we will focus on the use case of VAEs in drug discovery.




